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Abstract

Associating image regions with text queries has been

recently explored as a new way to bridge visual and lin-

guistic representations. A few pioneering approaches have

been proposed based on recurrent neural language models

trained generatively (e.g., generating captions), but achiev-

ing somewhat limited localization accuracy. To better ad-

dress natural-language-based visual entity localization, we

propose a discriminative approach. We formulate a dis-

criminative bimodal neural network (DBNet), which can be

trained by a classifier with extensive use of negative sam-

ples. Our training objective encourages better localiza-

tion on single images, incorporates text phrases in a broad

range, and properly pairs image regions with text phrases

into positive and negative examples. Experiments on the

Visual Genome dataset demonstrate the proposed DBNet

significantly outperforms previous state-of-the-art methods

both for localization on single images and for detection on

multiple images. We we also establish an evaluation proto-

col for natural-language visual detection.

1. Introduction

Object localization and detection in computer vision are

traditionally limited to a small number of predefined cat-

egories (e.g., car, dog, and person), and category-specific

image region classifiers [7, 11, 14] serve as object detectors.

However, in the real world, the visual entities of interest are

much more diverse, including groups of objects (involved

in certain relationships), object parts, and objects with par-

ticular attributes and/or in particular context. For scalable

annotation, these entities need to be labeled in a more flexi-

ble way, such as using text phrases.

Deep learning has been demonstrated as a unified learn-

ing framework for both text and image representations. Sig-

nificant progress has been made in many related tasks, such

as image captioning [55, 56, 25, 37, 5, 9, 23, 18, 38], vi-

sual question answering [3, 36, 57, 41, 2], text-based fine-
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Figure 1: Comparison between (a) image captioning model and

(b) our discriminative architecture for visual localization.

grained image classification [44], natural-language object

retrieval [21, 38], and text-to-image generation [45].

A few pioneering works [21, 38] use recurrent neural

language models [15, 39, 50] and deep image represen-

tations [31, 49] for localizing the object referred to by a

text phrase given a single image (i.e., “object referring"

task [26]). Global spatial context, such as “a man on the left

(of the image)”, has been commonly used to pick up the par-

ticular object. In contrast, Johnson et al. [23] takes descrip-

tions without global context1 as queries for localizing more

general visual entities on the Visual Genome dataset [30].

All above existing work performs localization by maxi-

mizing the likelihood to generate the query text given im-

age regions using an image captioning model (Figure 1a),

whose output probability density needs to be modeled on

the virtually infinite space of the natural language. Since it

is hard to train a classifier on such a huge structured out-

put space, current captioning models are constrained to be

trained in generative [21, 23] or partially discriminative [38]

ways. However, as discriminative tasks, localization and

detection usually favor models that are trained with a more

1Only a very small portion of text phrases on the Visual Genome refer

to the global context.
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discriminative objective to better utilize negative samples.

In this paper, we propose a new deep architecture for

natural-language-based visual entity localization, which we

call a discriminative bimodal network (DBNet). Our ar-

chitecture uses a binary output space to allow extensive

discriminative training, where any negative training sam-

ple can be potentially utilized. The key idea is to take the

text query as a condition rather than an output and to let the

model directly predict if the text query and image region

are compatible (Figure 1b). In particular, the two pathways

of the deep architecture respectively extract the visual and

linguistic representations. A discriminative pathway is built

upon the two pathways to fuse the bimodal representations

for binary classification of the inter-modality compatibility.

Compared to the estimated probability density in the

huge space of the natural language, the score given by a bi-

nary classifier is more likely to be calibrated. In particular,

better calibrated scores should be more comparable across

different images and text queries. This property makes it

possible to learn decision thresholds to determine the exis-

tence of visual entities on multiple images and text queries,

making the localization model generalizable for detection

tasks. While a few examples of natural-language visual de-

tection are showcased in [23], we perform more compre-

hensive quantitive and ablative evaluations.

In our proposed architecture, we use convolutional neu-

ral networks (CNNs) for both visual and textual representa-

tions. Inspired by fast R-CNN [13], we use the RoI-pooling

architecture induced from large-scale image classification

networks for efficient feature extraction and model learning

on image regions. For textual representations, we develop a

character-level CNN [60] for extracting phrase features. A

network on top of the image and language pathways dynam-

ically forms classifiers for image region features depending

on the text features, and it outputs the classifier responses

on all regions of interest.

Our main contributions are as follows:

1. We develop a bimodal deep architecture with a binary

output space to enable fully discriminative training for

natural-language visual localization and detection.

2. We propose a training objective that extensively pairs

text phrases and bounding boxes, where 1) the discrim-

inative objective is defined over all possible region-text

pairs in the entire training set, and 2) the non-mutually

exclusive nature of text phrases is taken into account

to avoid ambiguous training samples.

3. Experimental results on Visual Genome demonstrate

that the proposed DBNet significantly outperforms ex-

isting methods based on recurrent neural language

models for visual entity localization on single images.

4. We also establish evaluation methods for natural-

language visual detection on multiple images and show

state-of-the-art results.

2. Related work

Object detection. Recent success of deep learning on vi-

sual object recognition [31, 59, 49, 51, 53, 17] constitutes

the backbone of the state-of-the-art for object detection

[14, 48, 52, 61, 42, 43, 13, 46, 17, 6]. Natural-language vi-

sual detection can adapt the deep visual representations and

single forward-pass computing framework (e.g., RoI pool-

ing [13], SPP [16], R-FCN [6]) used in existing work of tra-

ditional object detection. However, natural-language visual

detection needs a huge structured label space to represent

the natural language, and finding a proper mapping to the

huge space from visual representations is difficult.

Image captioning and caption grounding. The recur-

rent neural network (RNN) [19] based language model

[15, 39, 50] has become the dominant method for caption-

ing images with text [55]. Despite differences in details

of network architectures, most RNN language models learn

the likelihood of picking up a word from a predefined vo-

cabulary given the visual appearance features and previous

words (Figure 1a). Xu et al. [56] introduced an attention

mechanism to encourage RNNs to focus on relevant image

regions when generating particular words. Karpathy and

Fei-Fei [25] used strong supervision of text-region align-

ment for well-grounded captioning.

Object localization by natural language. Recent work

used the conditional likelihood of captioning an image re-

gion with given text for localizing associated objects. Hu

et al. [21] proposed the spatial-context recurrent ConvNet

(SCRC), which conditioned on both local visual features

and global contexts for evaluating given captions. John-

son et al. [23] combined captioning and object proposal in

an end-to-end neural network, which can densely caption

(DenseCap) image regions and localize objects. Mao et al.

[38] trained the captioning model by maximizing the pos-

terior of localizing an object given the text phrase, which

reduced the ambiguity of generated captions. However, the

training objective was limited to figuring out single objects

on single images. Lu et al. [34] simplified and limited

text queries to subject-relationship-object (SVO) triplets.

Rohrbach et al. [47] improved localization accuracy with

an extra text reconstruction task. Hu et al. [20] extended

bounding box localization to instance segmentation using

natural language queries. Yu et al. [58] and Nagaraja et al.

[40] explicitly modeled context for referral expressions.

Text representation. Neural networks can also embed text

into a fixed-dimensional feature space. Most RNN-based

methods (e.g., skip-thought vectors [29]) and CNN-based

methods [24, 27] use word-level one-hot encoding as the

input. Recently, character-level CNN has also been demon-

strated an effective way for paragraph categorization [60]

and zero-shot image classification [44].
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3. Discriminative visual-linguistic network

The best-performing object detection framework [7, 11,

14] in terms of accuracy generally verifies if a candidate

image region belongs to a particular category of interest.

Though recent deep architectures [52, 46, 23] can propose

regions with confidence scores at the same time, a verifica-

tion model, taking as input the image features from the exact

proposed regions, still serves as a key to boost the accuracy.

In this section, we develop a verification model for

natural-language visual localization and detection. Unlike

the classifiers for a small number of predefined categories

in traditional object detection, our model is dynamically

adaptable to different text phrases.

3.1. Model framework

Let x be an image, r be the coordinates of a region, and

t be a text phrase. The verification model f(x, t, r; Θ) ∈ R

outputs the confidence of r’s being matched with t. Sup-

pose that l ∈ {1, 0} is the binary label indicating if (t, r) is

a positive or negative region-text pair on x. Our verification

model learns to fit the probability for r and t being compat-

ible (a positive pair), i.e., p(l = 1|x, r, t). See Section B

in the supplementary materials for a formalized comparison

with conditional captioning models.

To this end, we develop a bimodal deep neural network

for our model. In particular, f(x, t, r; Θ) is composed of

two single-modality pathways followed by a discriminative

pathway. The image pathway φrgn(x, r; Θrgn) extracts the

drgn-dim visual representation on the image region r on x.

The language pathway φtxt(t; Θtxt) extracts the dtxt-dim tex-

tual representation for the phrase t. The discriminative path-

way with parameters Θdis dynamically generates a classifier

for visual representation according to the textual represen-

tation, and predicts if r and t are matched on x. The full

model is specified by Θ = (Θtxt,Θrgn,Θdis).

3.2. Visual and linguistic pathways

RoI-pooling image network. We suppose the regions of

interest are given by an existing region proposal method

(e.g., EdgeBox [62], RPN [46]). We calculate visual rep-

resentations for all image regions in one pass using the fast

R-CNN RoI-pooling pipeline. State-of-the-art image classi-

fication networks, including the 16-layer VGGNet [49] and

ResNet-101 [17], are used as backbone architectures.

Character-level textual network. For an English text

phrase t, we encode each of its characters into a 74-dim

one-hot vector, where the alphabet is composed of 74 print-

able characters including punctuations and the space. Thus,

the t is encoded as a 74-channel sequence by stacking all

character encodings. We use a character-level deep CNN

[60] to obtain the high-level textual representation of t. In

particular, our network has 6 convolutional layers interleav-

ing with 3 max-pooling layers and followed by 2 fully con-

nected layers (see Section A in the supplementary materials

for more details). It takes a sequence of a fixed length as the

input and produces textual representations of a fixed dimen-

sion. The input length is set to be long enough (here, 256

characters) to cover possible text phrases.2 To avoid empty

tailing characters in the input, we replicate the text phrase

until reaching the input length limit.

We empirically found that the very sparse input can eas-

ily lead to over-sparse intermediate activations, which can

create a large portion of “dead” ReLUs and finally result in

a degenerate solution. To avoid this problem, we adopt the

Leaky ReLU (LReLU) [35] to keep all hidden units active

in the character-level CNN.

Other text embedding methods [29, 24, 27] also can be

used in the DBNet framework. We use the character-level

CNN because of its simplicity and flexibility. Compared to

word-based models, it uses lower-dimensional input vectors

and has no constraint on the word vocabulary size. Com-

pared to RNNs, it easily allows deeper architectures.

3.3. Discriminative pathway

The discriminative pathway first forms a linear classifier

using the textual representation of the phrase t. Its linear

combination weights and bias are

w(t) = A
⊤
w
φtxt(t; Θtxt), (1)

b(t) = a
⊤
b φtxt(t; Θtxt), (2)

where Aw ∈ R
dtxt×drgn , ab ∈ R

dtxt , and Θdis = (Aw,ab).
This classifier is applied to the visual representation of the

image region r on x, obtaining the verification confidence

predicted by our model:

f(x, r, t; Θ) = w(t)⊤φrgn(x, r; Θrgn) + b(t). (3)

Compared to the basic form of the bilinear function

φ⊤

txt(t; Θtxt)Awφrgn(x, r; Θrgn), our discriminative pathway

includes an additional linear term as the text-dependent bias

for the visual representation classifier.

As a natural way for modeling the cross-modality corre-

lation, multiplication is also a source of instability for train-

ing. To improve the training stability, we introduce a regu-

larization term Γdynamic = ‖w(t)‖22+|b(t)|2 for the dynamic

classifier, besides the network weight decay Γdecay for Θ.

4. Model learning

In DBNet, we drive the training of the proposed two-

pathway bimodal CNN with a binary classification objec-

tive. We pair image regions and text phrases as train-

ing samples. We define the ground truth binary label for

2The Visual Genome dataset has more than 2.8M unique phrases,

whose median length in character is 29. Less than 500 phrases has more

than 100 characters.
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0.09: duck is getting in the water

0.07: torso of a duck

0.00: waterfall 

into a fountain 0.00: yellow flowers in the plant

0.32: 

male 

duck 0.48: torso 

of duck

0.88: duck 

is standing

0.86: brown duck 

with orange beak

Anchor region: 

Any image region for training

IoU ≥ ηpos : GT regions of 

positive text phrases 

ηneg <	IoU < ηpos : GT regions 

of ambiguous text phrases 

IoU ≤ ηneg : GT regions of 

negative text phrases 

The potential negative phrase

is marked as ambiguous,

because it has already been in

the ambiguous phrase set.

Figure 2: Ground truth labels for region-text pairs (given an ar-

bitrary image region). Phrases are categorized into positive, am-

biguous, and negative sets based on the given region’s overlap with

ground truth boxes (measured by IoU and displayed as the num-

bers in front of the text phrases). Ambiguous phrases augmented

by text similarity is not shown here (see the video in the supple-

mentary materials for an illustration). For visual clarity, ηneg = 0.3

and ηpos = 0.7, which are different from the rest of the paper.

each training region-text pair (Section 4.1), and propose a

weighted training loss function (Section 4.2).

Training samples. Given M training images x1, x2, . . . ,
xM , let Gi = {(rij , tij)}

Ni

j=1 be the set of ground truth an-

notations for xi, where Ni is the number of annotations, rij
is the coordinate of the jth region, and tij is the text phrase

corresponding to rij . When one region is paired with mul-

tiple phrases, we take each pair as a separate entry in Gi.

We denote the set of all regions considered on xi by Ri,

which includes both annotated regions
⋃Ni

j=1{rij} and re-

gions given by proposal methods [54, 62, 46]. We write

Ti =
⋃

{tij}
Ni

j=1 for the set of annotated text phrases on xi,

and T =
⋃M

i=1 Ti for all training text phrases.

4.1. Ground truth labels

Labeling criterion. We assign each possible training

region-text pair with a ground truth label for binary clas-

sification. For a region r on the image xi and a text phrase

t ∈ Ti, we take the largest overlap between r and t’s ground

truth regions as evidence to determine (r, t)’s label. Let

IoU(·, ·) denote the intersection over union. The largest

overlap is defined as

νi(r, t) = max
r′∈Ri

{IoU(r′, r) : (r′, t) ∈ Gi}. (4)

In object detection on a limited number of categories (i.e.,

Ti consists of category labels), νi(r, t) is usually reliable

enough for assigning binary training labels, given the (al-

most) complete ground truth annotations for all categories.

In contrast, text phrase annotations are inevitably incom-

plete in the training set. One image region can have an

intractable number of valid textual descriptions, including

different points of focus and paraphrases of the same de-

scription, so annotating all of them is infeasible. Conse-

quently, νi(r, t) cannot always reflect the consistency be-

tween an image region and a text phrase. To obtain reliable

training labels, we define positive labels in a conservative

manner; and then, we combine text similarity together with

spatial IoU to establish the ambiguous text phrase set that

reflects potential “false negative” labels. We provide de-

tailed definitions below.

Positive phrases. For a region r on xi, its positive text

phrases (i.e., phrases assigned with positive labels) consti-

tute the set

Pi(r) = {t ∈ Ti : νi(r, t) ≥ ηpos}, (5)

where ηpos is a high enough IoU threshold (= 0.9) to deter-

mine positive labels. Some positive phrases may be missing

due to incomplete annotations. However, we do not try to

recover them (e.g., using text similarity), as “false positive”

training labels may be introduced by doing so.

Ambiguous phrases. Still for the region r, we collect the

text phrases whose ground truth regions have moderate (nei-

ther too large nor too small) overlap with r into a set

Ui(r) = {t ∈ Ti : ηneg < νi(r, t) < ηpos}, (6)

where ηneg is the IoU lower bound (= 0.1). When r’s largest

IoU with the ground truths of a phrase t lies in (ηneg, ηpos),
it is uncertain whether t is positive or negative. In other

words, t is ambiguous with respect to the region r.

Note that Ui(r) only contains phrases from Ti. To cover

all possible ambiguous phrases from the full set T , we use

a text similarity measurement sim(·, ·) to augment Ui(r) to

the finalized ambiguous phrase set

Ai(r) = {t ∈ T : ∃t′ ∈ Ui(r), sim(t, t′) > τ}\Pi(r),
(7)

where we use the METEOR [4] similarity for sim(·, ·) and

set the text similarity threshold τ = 0.3.3

Labels for region-text pairs. For any image region r on

xi and any phrase t ∈ T , the ground truth label of (r, t) is

yi(r, t) =











1, t ∈ Pi(r),

〈uncertain〉, t ∈ Ai(r),

0, otherwise,

(8)

where the pairs of a region and its ambiguous text phrases

are assigned with the “uncertain” label to avoid false nega-

tive labels. Figure 2 illustrates the region-text label for an

arbitrary training image region.

4.2. Weighted training loss

Effective training sets. On the image xi, the effective set

of training region-text pairs is

Si = {(r, t) ∈ Ri × T : yi(r, t) 6= 〈uncertain〉}, (9)

3If the METEOR similarity of two phrases is greater than 0.3, they

are usually very similar. In Visual Genome, ∼0.25% of all possible pairs

formed by the text phrases that occur ≥20 times can pass this threshold.
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where, as previously defined, Ri consists of annotated and

proposed regions, and T consists of all phrases from the

training set. We exclude samples of uncertain labels.

We partition Si into three subsets according to the value

of yi(r, t) and the origin of the phrase t: Spos
i for yi(r, t) =

1, Sneg
i for yi(r, t) = 0 ∧ t ∈ Ti, and S rest

i for all nega-

tive region-text pairs containing phrases from the rest of the

training set (i.e., not from xi).

Per-image training loss Let fi(r, t) = f(xi, r, t; Θ) ∈ R

for notation convenience; and, let ℓ(·, ·) be a binary classi-

fication loss, in particular, the cross-entropy loss of logistic

regression. We define the training loss on xi as the summa-

tion of three parts:

Li = λposL
pos
i + λnegL

neg
i + λrestL

rest
i , (10)

Lpos
i =

1

|Spos
i |

∑

(r,t)∈S
pos

i

ℓ (fi(r, t), 1) , (11)

Lneg
i =

1

|Sneg
i |

∑

(r,t)∈S
neg

i

ℓ (fi(r, t), 0) , (12)

Lrest
i =

∑

(r,t)∈S rest
i

freq(t) · ℓ (fi(r, t), 0)
∑

(r,t)∈S rest
i

freq(t)
, (13)

where freq(t) is t’s frequency of occurrences in the training

set. We normalize and re-weight the loss for each of the

three subsets of Si separately. In particular, we set λpos =
λneg+λrest = 1 to balance the positive and negative training

loss. The values of λneg and λrest are implicitly determined

by the numbers of text phrases that we choose inside and

outside xi during stochastic optimization.

The training loss functions in most existing work on

natural-language visual localization [21, 23] use only pos-

itive samples for training, which is similar to solely using

Lpos
i . The method in [38] also considers the negative case

(similar to Lneg
i ), but it is less flexible and not extensible to

the case of Lrest
i . The recurrent neural language model can

encourage a certain amount of discriminativeness on word

selection, but not on entire text phrases as ours.

Full training objective. Summing up the training loss for

all images together with weight decay for the whole neural

network and the regularization for the text-specific dynamic

classifier (Section 3.3), the full training objective is:

min
Θ

1

M

M
∑

i=1

Li + β1Γdecay + β2Γdynamic, (14)

where we set β1 = 5 × 10−4 and β2 = 10−8. Model opti-

mization is in Section C of the supplementary materials.

5. Experiments

Dataset. We evaluated the proposed DBNet on the Visual

Genome dataset [30]. It contains 108,077 images, where

∼5M regions are annotated with text phrases in order to

densely cover a wide range of visual entities.

We split the Visual Genome datasets in the same way

as in [23]: 77,398 images for training, 5,000 for valida-

tion (tuning model parameters), and 5000 for testing; the re-

maining 20,679 images were not included (following [23]).

The text phrases were annotated from crowd sourcing

and included a significant portion of misspelled words.

We corrected misspelled words using the Enchant spell

checker [1] from AbiWord. After that, there were 2,113,688

unique phrases in the training set and 180,363 unique

phrases in the testing set. In the test set, about one third

(61,048) of the phrases appeared in the training set, and

the remaining two thirds (119,315) were unseen. About 43

unique phrases were annotated with ground truth regions

per image. All experimental results are reported on this

dataset.

Models. We constructed the fast R-CNN [13]-style visual

pathway of DBNet based on either the 16-layer VGGNet

(Model-D in [49]) or ResNet-101 [17]. In most experi-

ments, we used VGGNet for fair comparison with existing

works (which also use VGGNet) and less evaluation time.

ResNet-101 was used to further improve the accuracy.

We compared DBNet with two image captioning based

localization models: DenseCap [23] and SCRC [21]. In

DBNet, the visual pathway was pretrained for object de-

tection using the faster R-CNN [46] on the PASCAL VOC

2007+2012 trainval set [10]. The linguistic pathway was

randomly initialized. Pretrained VGGNet on ImageNet

ILSVRC classification dataset [8] was used to initialize

DenseCap, and the model was trained to match the dense

captioning accuracy reported by Johnson et al. [23]. We

found that the faster R-CNN pretraining did not benefit

DenseCap (see Section E.1 of the supplementary materi-

als). The SCRC model was additionally pretrained for im-

age captioning on MS COCO [33] in the same way as Hu

et al. [21] did.

We trained all models using the training set on Visual

Genome and evaluated them for both localization on single

images and detection on multiple images. We also assessed

the usefulness of the major components of our DBNet.

5.1. Single image localization

In the localization task, we took all ground truth text

phrases annotated on an image as queries to localize the as-

sociated objects by maximizing the network response over

proposed image regions.

Evaluation metrics. We used the same region proposal

method to propose bounding boxes for all models, and we

used the non-maximum suppression (NMS) with the IoU

threshold 0.3 to localize a few boxes. The performance was

evaluated by the recall of ground truth regions of the query

phrase (see Section D of the supplementary materials for
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Region Visual Localization Recall / % for IoU@ Median Mean

proposal network model 0.1 0.2 0.3 0.4 0.5 0.6 0.7 IoU IoU

DC-RPN

500

16-layer

VGGNet

DenseCap 52.5 38.9 27.0 17.1 09.5 04.3 01.5 0.117 0.184

DBNet 57.4 46.9 37.8 29.4 21.3 13.6 07.0 0.168 0.250

EdgeBox

500

16-layer

VGGNet

DenseCap 48.8 36.2 25.7 16.9 10.1 05.4 02.4 0.092 0.178

SCRC 52.0 39.1 27.8 18.4 11.0 05.8 02.5 0.115 0.189

DBNet w/o bias term 52.3 43.8 36.3 29.3 22.4 15.7 09.4 0.124 0.246

DBNet w/o VOC pretraining 54.3 45.0 36.6 28.8 21.3 14.4 08.2 0.144 0.245

DBNet 54.8 45.9 38.3 30.9 23.7 16.6 09.9 0.152 0.258

ResNet-101 DBNet 59.6 50.5 42.3 34.3 26.4 18.6 11.2 0.205 0.284

Table 1: Single-image object localization accuracy on the Visual Genome dataset. Any text phrase annotated on a test image is taken as a

query for that image. “IoU@” denotes the overlapping threshold for determining the recall of ground truth boxes. DC-RPN is the region

proposal network from DenseCap.

DenseCap Recall / % for IoU@ Median

performance 0.1 0.3 0.5 IoU

Small test set in [23] 56.0 34.5 15.3 0.137

Test set in this paper 50.5 24.7 08.1 0.103

Table 2: Localization accuracy of DenseCap on the small test set

(1000 images and 100 test queries) used in [23] and the full test set

(5000 images and >0.2M queries) used in this paper. 1000 boxes

(at most) per image are proposed using the DenseCap RPN.

a discussion on recall and precision for localization tasks).

If one of the proposed bounding boxes with the top-k net-

work responses had a large enough overlap (determined by

an IoU threshold) with the ground truth bounding box, we

took it as a successful localization. If multiple ground truth

boxes were on the same image, we only required the lo-

calized boxes to match one of them. The final recall was

averaged over all test cases, i.e., per image and text phrase.

Median and mean overlap (IoU) between the top-1 localized

box and the ground truth were also considered.

DBNet outperforms captioning models. We summarize

the top-1 localization performance of different methods in

Table 1, where 500 bounding boxes were proposed for test-

ing. DBNet outperforms DenseCap and SCRC under all

metrics. In particular, DBNet’s recall was more than twice

as high as the other two methods for the IoU threshold at 0.5
(commonly used for object detection [10, 33]) and about

4 times higher for IoU at 0.7 (for high-precision localiza-

tion [12, 61]).

Johnson et al. [23] reported DenseCap’s localization ac-

curacy on a much smaller test set (1000 images and 100 test

queries in total), which is not comparable to our exhaustive

test settings (Table 2 for comparison). We also note that

different region proposal methods (EdgeBox and DenseCap

RPN) did not make a big difference on the localization per-

formance. We used EdgeBox for the rest of our evaluation.

Figure 3 shows the top-k recall (k = 1, 2, . . . , 10) in

curves. SCRC is slightly better than DenseCap, possibly
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Figure 3: Top-k localization recall under two overlapping thresh-

olds. VGGNet and EdgeBox 500 are used in all methods.

due to the global context features used in SCRC. DBNet

outperforms both consistently with a significant margin,

thanks to the effectiveness of discriminative training.

Dynamic bias term improves performance. The text-

dependent bias term introduced in (2) and (3) makes our

method for fusing visual and linguistic representations dif-

ferent from the basic bilinear functions (e.g., used in [44])

and more similar to a visual feature classifier. As in Table 1,

this dynamic bias term led to > 20% relative improvement

on median IoU and ∼ 5% (2.5% ∼ 0.5% absolute) relative

improvement on recall at all IoU thresholds.

Transferring knowledge benefits localization accuracy.

Pretraining the visual pathway of DBNet for object detec-

tion on PASCAL VOC showed minor benefit on recall at

lower IoU thresholds, but it brought 10% and 17% relative

improvement to the recall for the IoU threshold at 0.5 and

0.7, respectively. See Section E.1 in the supplementary ma-

terials for more results, where we showed that DenseCap

did not get benefit from the same technique.

Qualitative results. We visually compared the localiza-

tion results of DBNet and DenseCap in Figure 4. In many

cases, DBNet localized the queried entities at more reason-

able locations. More examples are provided in Section F of

the supplementary materials.

More quantitative results. In the supplementary materi-

als, we studied the performance improvement of the learned
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Figure 4: Qualitative comparison between DBNet and Dense-

Cap on localization task. Green boxes: ground truth; Red boxes:

DenseCap; Yellow boxes: DBNet.

models over random guessing and the upper bound per-

formance due to the limitation of region proposal methods

(Section E.2). We also evaluated DBNet using queries in a

constrained form (Section E.3), where the high query com-

plexity was demonstrated as a significant source of failures

for natural language visual localization.

5.2. Detection on multiple images

In the detection task, the model needs to verify the exis-

tence and quantity of queried visual entities in addition to

localizing them, if any. Text phrases not associated with

any image regions can exist in the query set of an image,

and evaluation metrics can be defined by extending those

used in traditional object detection.

Query sets. Due to the huge total number of possible

query phrases, it is practical to test only a subset of phrases

on a test image. We developed query sets in three difficulty

levels (0, 1, 2). For a text phrase, a test image is positive if

at least one ground truth region exists for the phrase; other-

wise, the image is negative.

• Level-0: The query set was the same as in the local-

ization task, so every text phrase was tested only on its

positive images (∼43 phrases per image).

• Level-1: For each text phrase, we randomly chose the

Average IoU@0.3 IoU@0.5 IoU@0.7

precision / % mAP gAP mAP gAP mAP gAP

DenseCap 36.2 01.8 15.7 00.5 03.4 00.0

SCRC 38.5 02.2 16.5 00.5 03.4 00.0

DBNet 48.1 23.1 30.0 10.8 11.6 02.1

DBNet w/ Res 51.1 24.2 32.6 11.5 12.9 02.2

(a) Level-0: Only positive images per text phrase.

Average IoU@0.3 IoU@0.5 IoU@0.7

precision / % mAP gAP mAP gAP mAP gAP

DenseCap 22.9 01.0 10.0 00.3 02.1 00.0

SCRC 37.5 01.7 16.3 00.4 03.4 00.0

DBNet 45.5 21.0 28.8 09.9 11.4 02.0

DBNet w/ Res 48.3 22.2 31.2 10.7 12.6 02.1

(b) Level-1: The ratio between the positive and negative images is 1:1 per

text phrase.

Average IoU@0.3 IoU@0.5 IoU@0.7

precision / % mAP gAP mAP gAP mAP gAP

DenseCap 04.1 00.1 01.7 00.0 00.3 00.0

DBNet 26.7 08.0 17.7 03.9 07.6 00.9

DBNet w/ Res 29.7 09.0 19.8 04.3 08.5 00.9

(c) Level-2: The ratio between the positive and negative images is at least

1:5 (minimum 20 negative images and 1:5 otherwise) per text phrase.

Table 3: Detection average precision using query set of three lev-

els of difficulties. mAP: mean AP over all text phrases. gAP:

AP over all test cases. VGGNet is the default visual CNN for all

methods. “DBNet w/ Res” denotes our DBNet with ResNet-101.

same number of negative images and the positive im-

ages (∼92 phrases per image).

• Level-2: The number of negative images was either 5

times the number of positive images or 20 (whichever

was larger) for each test phrase (∼775 phrases per im-

age). This set included relatively more negative images

(compared to positive images) for infrequent phrases.

As the level went up, it became more challenging for a de-

tector to maintain its precision, as more negative test cases

are included. In the level-1 and level-2 sets, text phrases

depicting obvious non-object “stuff”, such as sky, were re-

moved to better fit the detection task. Then, 176,794 phrases

(59,303 seen and 117,491 unseen) remained.

Evaluation metrics. We measured the detection perfor-

mance by average precision (AP). In particular, we com-

puted AP independently for each query phrase (compara-

ble to a category in traditional object detection [10]) over

its test images, and reported the mean AP (mAP) over all

query phrases. Like traditional object detection, the score

threshold for a detected region is category/phrase-specific.

For more practical natural-language visual detection,

where the query text may not be known in advance, we also

directly computed AP over all test cases. We term it global
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AP (gAP), which implies a universal decision threshold for

any query phrase. Table 3 summarizes mAPs and gAPs un-

der different overlapping thresholds for all models.

DBNet shows higher per-phrase performance. DBNet

achieved consistently stronger performance than DenseCap

and SCRC in terms of mAP, indicating that DBNet pro-

duced more accurate detection per given phrase. Even for

the challenging IoU threshold of 0.7, DBNet still showed

reasonable performance. The mAP results suggest the ef-

fectiveness of discriminative training.

DBNet scores are better “calibrated”. Achieving good

performance in gAP is challenging as it assumes a phrase-

agnostic, universal decision threshold. For IoU at 0.3 and

0.5, DenseCap and SCRC showed very low performance in

terms of gAP, and DBNet dramatically (10 ∼ 20×) outper-

formed them. For IoU at 0.7, DenseCap and SCRC were un-

successful, while DBNet could produce a certain degree of

positive results. The gAP results suggest that the responses

of DBNet are much better calibrated among different text

phrases than captioning models, supporting our hypothesis

that distributions on a binary decision space are easier to

model than those on the huge natural language space.

Robustness to negative and rare cases. The performance

of all models dropped as the query set became more diffi-

cult. SCRC appeared to be more robust than DenseCap for

negative test cases (level-1 performance). DBNet showed

superior performance in all difficulty levels. Particularly for

the level-2 query set, DenseCap’s performance dropped sig-

nificantly compared to the level-1 case, which suggests that

it probably failed at handling rare phrases (note that rela-

tively more negative images are included in the level-2 set

for rare phrases). For IoU at 0.5 and 0.7, DBNet’s level-2

performance was even better than the level-0 performance

of DenseCap and SCRC. We did not test SCRC on the level-

2 query set because of its high time consumption.4

Qualitative results. We showed qualitative results of DB-

Net detection on selected examples in Figure 5. More com-

prehensive (random and failed) examples are provided in

Section G of the supplementary materials. Our DBNet

could detect diverse visual entities, including objects with

attributes (e.g., “a bright colored snow board”), objects in

context (e.g., “little boy sitting up in bed”), object parts

(e.g., “front wheel of a bicycle”), and groups of objects

(e.g.,“bikers riding in a bicycle lane”).

5.3. Ablation study on training strategy

We did ablation studies for three components of our DB-

Net training strategy: 1) pruning ambiguous phrases (Ai(r)

4For level-2 query set, DBNet and DenseCap cost ∼0.5 min to pro-

cess one image (775 queries) when using the VGGNet and a Titan X card.

SCRC takes nearly 10 minutes with the same setting. In addition, DBNet

took 2–3 seconds to process one image when using level-0 query set.

defined in Eq. (7)), 2) training with negative phrases from

other images (Lrest
i ), and 3) finetuning the visual pathway.

As shown in Table 4, the performance of the most basic

training strategy is better than DenseCap and SCRC, due

to the effectiveness of discriminative training. Ambiguous

phrase pruning led to significant performance gain, by im-

proving the correctness of training labels, where no “prun-

ing ambiguous phrases” means setting Ai(r) = ∅. More

quantitative analysis on tuning the text similarity threshold

τ are provided in Section E.4 of the supplementary mate-

rials. Inter-image negative phrases did not benefit localiza-

tion performance, since localization is a single-image task.

However, this mechanism improved the detection perfor-

mance by making the model more robust to diverse neg-

ative cases. As expected in most vision tasks, finetuning

pretrained classification network boosted the performance

of our models. In addition, upgrading the VGGNet-based

visual pathway to ResNet-101 led to another clear gain in

DBNet’s performance (Table 1 and 3).

6. Conclusion

We demonstrated the importance of discriminative learn-

ing for natural-language visual localization. We proposed

the discriminative bimodal neural network (DBNet) to al-

low flexible discriminative training objectives. We fur-

ther developed a comprehensive training strategy to ex-

tensively and properly leverage negative observations on

training data. DBNet significantly outperformed the pre-

vious state-of-the-art based on caption generation models.

We also proposed quantitative measurement protocols for

natural-language visual detection. DBNet showed more ro-

bustness against rare queries compared to existing meth-

ods and produced detection scores with better calibration

over various text queries. Our method can be potentially

improved by combining its discriminative objective with a

generative objective, such as image captioning.
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A. CNN architecture for the linguistic pathway

We summarize the CNN architecture used for the linguistic pathway in Table 5.

Layer ID Type Kernel size Output channels Pooling size Output length Activation

0 input n/a 74 none 256 none

1 convolution 7 256 2 128 LReLU (leakage = 0.1)

2 convolution 7 256 none 128 LReLU (leakage = 0.1)

3 convolution 3 256 none 128 LReLU (leakage = 0.1)

4 convolution 3 256 2 64 LReLU (leakage = 0.1)

5 convolution 3 512 none 64 LReLU (leakage = 0.1)

6 convolution 3 512 2 32 LReLU (leakage = 0.1)

7 inner-product n/a 2048 n/a n/a LReLU (leakage = 0.1)

8 inner-product n/a 2048 n/a n/a LReLU (leakage = 0.1)

Table 5: CNN architecture for the linguistic pathway.
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B. Formalized comparison with conditional generative models

In contrast to our discriminative framework, which fits p(l|x, r, t), existing methods on natural-language visual localization

[21, 23, 38] use the conditional caption generation model, where f(x, t, r; Θ) resembles p(t|x, r). In [21, 23], the models are

trained by maximizing p(t|x, r). In [38], the model is trained instead by maximizing p(r|x, t). However, it still resembles

p(t|x, r), and p(r|x, t) is calculated via Bayes’ theorem.

Since the space of the natural language is intractable, accurately modeling p(t|x, r) is extremely difficult. Even considering

only the plausible text phrases for r on x, the modes of p(t|x, r) are still hard to be properly lifted and balanced due to the

lack of enough training samples to cover all valid descriptions. The generative modeling for text phrases may fundamentally

limit the discriminative power of the existing model.

In contrast, our model takes both r and t as conditional variables. The conditional distribution on l is much easier to

model due to the small binary label space, and it also naturally admits discriminative training. The power of deep distributed

representations can also be leveraged for generalizing textual representations to less frequent phrases.

C. Model optimization

The training objective is optimized by back-propagation [32] using the mini-batch stochastic gradient descent (SGD) with

momentum 0.9. We use the basic SGD for the visual pathway and Adam [28] for the rest of the network.

We use EdgeBox [62] to propose 1000 boxes per image (in addition to the boxes annotated with text phrases) during

training. For each image per iteration, we always include the top 50 proposed boxes in the SGD, and randomly sample

another 50 out of the remaining 950 box proposals for diversity and efficiency.

To calculate Lrest
i exactly, we need to extract features from all text phrases (>2.8M in Visual Genome) in the training

set and combine them with almost every image regions in the mini-batch, which is impractical. Following the stochastic

optimization framework, we randomly sample a few text phrases according to their frequencies of occurrence in the training

set. This stochastic optimization procedure is consistent with (13).

In each iteration, we sample 2 images when using the 16-layer VGGNet and 1 image when using ResNet-101 on a single

Titan X. The representations for each unique phrase and each unique image region is computed once per iteration. We

partition a DBNet into sub-networks for the visual and textual pathways, and for the discriminative pathway. The batch

size for those sub-networks are different and determined by inputs, e.g., the numbers of text phrases, bounding boxes, and

effective region-text pairs. When using 2 images per iteration, the batch size for the discriminative pathway is ∼10K, where

we feed all effective region-text pairs, as defined in (9) , to the discriminative pathway. The large batch size is needed for

efficient and stable optimization. Our Caffe [22] and MATLAB based implementation supports dynamic and arbitrarily large

batch sizes for sub-networks. The initial learning rates when using different visual pathways are summarized in Table 6.

Sub-networks \ Models 16-layer VGGNet ResNet-101

Visual Before RoI-pooling 10
−3

10
−3

pathway After RoI-pooling 10
−3

10
−4

Remainder 10
−4

10
−5

Table 6: Learning rates for DBNet training

We trained the VGG-based DBNet for approximately 10 days (3–4 days without finetuning the visual network, 4–5 days

for the whole network, and 1–2 days with the decreased learning rate). DenseCap could get converged in ∼4 days, but further

training did not improve the results. Given DBNet’s much higher accuracy, the extra training time was worthwhile.

D. Discussion on recall and precision for localization

Table 1, 2, and 4 report the recall for the localization tasks, where each text phrase is localized with the bounding box

of the highest score. Given an IoU threshold, the localized bounding box is either correct or not. As no decision threshold

exists in this setting, we can calculate only the accuracy, but not a precision-recall curve. Following the convention in

DenseCap and SCRC, we call this accuracy the “(rank-1) recall”, since it reflects if any ground-truth region can be recalled

by the top-scored box. In Figure 3, assuming one ground-truth region per image (i.e., ordinary localization settings), we have

precision = recall/rank. Note that rank-1 precision is the same as rank-1 recall.
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E. More quantitative results

We provide more quantitative analysis in this section, including the impact of pretraining on other datasets, random

and upper-bound localization performance, localization with controlled queries, and an ablative study on the text similarity

threshold for determining the ambiguous text phrase set.

E.1. Pretraining on different datasets

We trained DBNet and DenseCap using various pretrained visual networks. In particular, we used the 16-layer VGGNet in

two settings: 1) pretrained on ImageNet ILSVRC 2012 for image classification (VGGNet-CLS) [8] and 2) further pretrained

on the PASCAL VOC [10] for object detection using faster R-CNN [46]. We compared DBNet and DenseCap trained

with these two pretrained networks and tested them with two different region proposal methods (i.e., DenseCap RPN and

EdgeBox). As shown in Table 7, VOC pretraining was beneficial for DBNet, but it was not beneficial for DenseCap. Thus,

we used the ImageNet pretrained VGGNet for DenseCap in the main paper.

Region Localization Accuracy / % for IoU@ Median Mean

proposal model 0.1 0.2 0.3 0.4 0.5 0.6 0.7 IoU IoU

DC-RPN

500

DenseCap (VGGNet-CLS) 52.5 38.9 27.0 17.1 09.5 04.3 01.5 0.117 0.184

DenseCap (VGGNet-DET) 49.4 36.9 26.0 16.7 09.3 04.3 01.5 0.096 0.176

DBNet (VGGNet-CLS) 57.7 46.9 37.0 27.9 19.5 11.7 05.6 0.169 0.242

DBNet (VGGNet-DET) 57.4 46.9 37.8 29.4 21.3 13.6 07.0 0.168 0.250

EdgeBox

500

DenseCap (VGGNet-CLS) 48.8 36.2 25.7 16.9 10.1 05.4 02.4 0.092 0.178

DenseCap (VGGNet-DET) 46.6 34.8 24.9 16.6 10.0 05.2 02.2 0.076 0.171

DBNet (VGGNet-CLS) 54.3 45.0 36.6 28.8 21.3 14.4 08.2 0.144 0.245

DBNet (VGGNet-DET) 54.8 45.9 38.3 30.9 23.7 16.6 09.9 0.152 0.258

Table 7: Localization performance for DBNet and DenseCap with different pretrained models on Visual Genome. VGGNet-CLS: the

16-layer VGGNet pretrained on ImageNet ILSVRC 2012 dataset. VGGNet-DET: the 16-layer VGGNet further pretrained on PASCAL

VOC07+12 trainval set.

E.2. Random and oracle localization performance

Given proposed image regions, we performed localization for text phrases with random guessing and the oracle detector.

For random guessing, we randomly chose a proposed region and took it as the localization results. For more accurate

evaluation, we averaged the results over all possible cases (i.e., enumerating over all proposed boxes). For the oracle detector,

it always picked up the proposed region that had the largest overlap with a ground truth region, providing the performance

upper bound due to the limitation of the region proposal method, as in [61].

As shown in Table 8, the trained models (DBNet, SCRC, DenseCap) significantly outperformed random guessing, which

suggests that promising models can be developed using deep neural networks. However, the the performance of DBNet had

a large gap with the oracle detector, which indicates that more advanced methods need to be developed in the further to better

address the natural language visual localization problem.

Model
Recall / % for IoU@ Median Mean

0.1 0.2 0.3 0.4 0.5 0.6 0.7 IoU IoU

Random 19.0 10.0 5.2 2.6 1.2 00.5 00.2 0.041 0.056

DenseCap 48.8 36.2 25.7 16.9 10.1 05.4 02.4 0.092 0.178

SCRC 52.0 39.1 27.8 18.4 11.0 05.8 02.5 0.115 0.189

DBNet 54.8 45.9 38.3 30.9 23.7 16.6 09.9 0.152 0.258

Oracle 94.0 87.3 80.4 73.1 65.1 055.8 042.4 0.650 0.572

Table 8: Single-image object localization accuracy on the Visual Genome dataset for random guess, oracle detector, and trained models.

EdgeBox is used to propose 500 regions per image. Random: a proposed region is randomly chosen as the localization for a text phrase

and the performance is averaged over all possibilities; Oracle: the proposed region that has the largest overlap with the ground box(es) is

taken as the localization for a text phrase.
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E.3. Localization using constrained queries

Pairwise relationships describe a particular type of visual entities, i.e., two objects interacting with each other in a certain

way. As the basic building block of more complicated parsing structures, the pairwise relationship is worth evaluating as

a special case. The Visual Genome dataset has pairwise object relationship annotations, independent from the text phrase

annotations. To fit “object-relationship-object” (Obj-Rel-Obj) triplets into our model, we represented a triplet in a SVO

(subject-verb-object) text phrase, and took the bounding box enclosing the two objects as the ground truth region for the SVO

phrase. During the training time, we used both the original text phrase annotations and the SVO phrases derived from the

relationship annotations to keep sufficient diversity of the text descriptions. During the testing time, we used only the SVO

phrases to focus on the localization of pairwise relationships. The training and testing sets of images were the same as in the

other experiments.

As reported in Table 1, the localization recall for the IoU threshold at 0.5 was close to 50%. The groups of two objects were

easier to localize than general visual entities, since they were more clearly defined and generally context-free. In particular,

DBNet’s performance (recall and median/mean IoU) for Obj-Rel-Obj was approximately twice as high as that for general

text phrases. The above experimental results demonstrate the effectiveness of DBNet for localizing object relationships. The

results also demonstrate the complexity of the text quires (e.g., using all human-annotated phrases v.s. obj-rel-obj pairs) as a

significant source of failures.

Region Visual Localization Recall / % for IoU@ Median Mean

proposal network model 0.1 0.2 0.3 0.4 0.5 0.6 0.7 IoU IoU

EdgeBox

500

16-layer

VGGNet

DBNet (all phrases) 54.8 45.9 38.3 30.9 23.7 16.6 09.9 0.152 0.258

DBNet (Obj-Rel-Obj) 81.8 75.1 67.3 57.8 46.8 35.4 23.1 0.471 0.448

Table 9: Single-image object localization accuracy on the Visual Genome dataset. Any text phrase annotated on a test image is taken as a

query for that image. “IoU@” denotes the overlapping threshold for determining the recall of ground truth boxes. DC-RPN is the region

proposal network from DenseCap.

E.4. Ablative study on the text similarity threshold

As discussed in Section 5.3, removing ambiguous training samples are important. The ambiguous sample pruning depends

on 1) overlaps between proposed regions and ground truth regions, and 2) text similarity. While the image region overlaps

have been commonly considered in traditional object detection, the text similarity is specific to natural language visual

localization and detection.

In Table 10, we reported the localization performance of DBNet under different values of the text similarity threshold

τ (defined in Eq. (7)), where we considered a controlled setting with neither text phrases from other images nor the visual

pathway finetuning. DBNet achieved the best performance with the default parameter τ = 0.3. Suboptimal τ caused

approximately 0.5%–1% decrease in localization recall and 0.01 decrease in median/mean IoU.

Phrases from Finetuning
τ

Recall / % for IoU@ Median Mean

other images visual pathway 0.3 0.5 0.7 IoU IoU

No No 0.1 33.6 20.6 08.6 0.101 0.231

No No 0.2 33.0 20.2 08.5 0.094 0.227

No No 0.3 34.5 21.2 09.0 0.113 0.237

No No 0.4 33.0 20.2 08.4 0.093 0.227

No No 0.5 32.8 20.2 08.4 0.091 0.226

Table 10: Ablative study on text similarity threshold τ in Eq. (7).

Since the above controlled setting excluded text phrases from the rest of the training set, the localization performance was

not too sensitive to the value of τ due to the limited number of phrases. When the text phrases from the whole training set are

included in the training loss on a single image, the choice of τ can have a more obvious impact. For example, setting τ = 0
can disable the inclusion of text phrases from other images in any case.
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F. More qualitative comparison for localization

More quantitative localization results were shown in this section. We compared DBNet with DenseCap (Figure 6 in

Section F.1) and SCRC (Figure 7 in Section F.2), respectively. For each test example, we cropped the image to make the

figure focus on the localized region. We used a green box for the ground truth region, a red box for DenseCap/SCRC, and a

yellow box for our DBNet.

In the examples that we showed, at least one of the two methods (DBNet and DenseCap/SCRC) can localize the text query

to an image region that has IoU > 0.2 overlap with the ground truth region. Besides this constraint, all examples were chosen

randomly. While DenseCap and SCRC outperformed DBNet in a few cases, DBNet significantly outperformed those two

methods most of the time.

See results on the next page.
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F.1. More qualitative comparison with DenseCap
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Figure 6: Qualitative comparison between DBNet and DenseCap on localization task. Examples are randomly sampled. Green boxes:

ground truth; Red boxes: DenseCap; Yellow boxes: DBNet. The numbers are IoU with ground truth boxes.
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F.2. More qualitative comparison with SCRC
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Figure 7: Qualitative comparison between DBNet and SCRC on localization task. Examples are randomly sampled. Green boxes: ground

truth; Red boxes: SCRC; Yellow boxes: DBNet. The numbers are IoU with ground truth boxes.
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G. Qualitative Comparison for Detection

In this section, we showed more qualitative results for visual entity detection with various phrases. As opposed to the

localization task, a decision threshold was needed to decide if the visual entity of interest exists or not. We determined this

threshold either using prior knowledge on the ground truth regions (Section G.1) or based on the precision of the detector

(Section G.2 and Section G.3).

In Section G.1, we showed the same number of detected regions as the ground truth regions for all methods. We visualized

randomly chosen testing images and phrases under the constraint that at least one of DBNet, DenseCap, or SCRC could get

sufficiently accurate detection results (IoU with a ground truh is greater than 0.4).

In Section G.2, we found a decision threshold for each text phrase to make the detection precision (for the IoU threshold

at 0.5) equal to 0.5. If not applicable, we excluded that phrase from visualization. We randomly chose testing images and

phrases to visualize.

In Section G.3, we used the same decision threshold as in Section G.2. However, we focused on visualizing failed detection

cases. In particular, we randomly chose testing images and phrases under the constraint that at least one of DBNet, DenseCap,

and SCRC gave significantly wrong detection results (IoU with any ground truth is less than 0.2). The failure types were also

displayed in the figures.

See results on the next page.
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G.1. Random detection results with known number of ground truths

In Figure 8, the number of ground truth entities on the image was supposed to be known in advance. All three methods (DBNet, DenseCap, and SCRC) could

perform similarly for detecting queried visual entities under a loose standard for localization accuracy (e.g., counting a detected box as a true positive even if it

overlaps slightly with the ground truth box). The localization accuracy of DBNet was usually more accurate.

Text phrases DBNet DenseCap SCRC
a big

bottle to drink

a dish
filled with butter

a glass with
a beverage in it

a plate of steak

a silver
butter knife

a small piece of
art on the plate

a basket
of green apples

a basket of kiwi

a basket of melons

a box
of green grapes

a box of oranges

a bunch of bananas

a backwards
turned white hat

a female
spectator in white

a nike company logo

a short blue wall

concrete
stadium steps

the arm
of a spectator

Figure 8: Qualitative detection results of DBNet, DenseCap, and SCRC when the number of ground truth is known. Detection results of six different text phrases are shown for

each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries are ground truth regions,

and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a big green frisbee

a boy
throwing a frisbee

a boy's hand

a dry leaf
in the grass

a light brown leaf

blue jeans on a boy

a bike chained
to a pole

a boy skateboarding

clean glass window

dog being walked
on a leash

tall building
in the background

tree lining
sidewalk has leaves

a building
in the background

a fence
in the background

a man holding
onto a blue rope

a pair
of double doors

a person is
holding a rope

a simple
wooden fence

Figure 9: (continued from Figure 8) Qualitative detection results of DBNet, DenseCap, and SCRC when the number of ground truth is known. Detection results of six different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a bed in a bedroom

a black backpack
on the floor
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outside a window

a white pillow
on a bed
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a cell phone with
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a man with
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a woman wearing
a blue jean jacket

person with
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tan corduroy sleeve

a black
remote control

a black
television set

black fax woodgrain
desk pattern

black soft
teddy bear nose

light brown
teddy bear arm

one light brown
teddy bear ear

Figure 10: (continued from Figure 9) Qualitative detection results of DBNet, DenseCap, and SCRC when the number of ground truth is known. Detection results of six different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



G.2. Random detection results with phrase­dependent thresholds

In Figure 11, we used phrase-dependent decision thresholds to determine how many regions were detected on an image. We set the threshold to make the

detection precision for the IoU threshold at 0.5 equal to 0.5 when applicable. DBNet outperformed DenseCap and SCRC significantly. DenseCap and SCRC

resulted in many cases of false alarms or miss detection. Note that DBNet could usually achieve the 0.5 precision with a reasonable recall level, but DenseCap

and SCRC might either fail achieving the 0.5 precision at all or give a low recall.

Text phrases DBNet DenseCap SCRC

a man jumping a skateboard

a man wearing a red shirt

a red white

and blue baseball cap

three people hanging

out in the background

black shirt of tennis player

black shorts

of tennis player

man in blue

shirt and white shorts

the man has brown hair

a black circular

electric oven burner

a little girl

in a colorful top

a white and black

stove with range cook top

apple on the counter

Figure 11: Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different text phrases are shown

for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries are ground truth regions,

and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a black short tennis skirt

a white tennis shirt

a woman playing tennis

blue and

orange tennis racket

man flying a kite

people are in ground

the kid is

wearing a pink hat

the kite in the sky

a man wearing a red shirt

a tire on a truck

a white helmet

on the man's head

the front wheel

of the bicycle

Figure 12: (continued from Figure 11) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

lady wearing a white veil

red rose on cake

the black jacket

the groom is wearing

the woman is wearing

a white bridal veil

black landlines

phone on desk

computer work station

desktop computer monitor

white ergonomic keyboard

black and red parking meter

black numbers on truck

stop sign on pole

white truck parked at curb

Figure 13: (continued from Figure 12) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

animals with woman sitting

brunette woman in

white ruffled dress

face of a person

lady in white

sitting on dirt

a bright eyed kitten

looking straight ahead

bottle of wine in box

entertainment system

shelving unit

label on a wine bottle

a brown and white horse

a large cart wheel

brown horse in a harness

horse pulling a cart

along a dirt road

Figure 14: (continued from Figure 13) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a bowl of sauce

a round white ceramic plate

a toasted sandwich

the sandwich is grilled

a giant inflatable bear

floating in the air

a kite in the air

a person in a

green jacket with a hood

woman wearing a green jacket

a flat screen tv

blue cotton tee shirt

orange chair in

a living room

picture hanging on the wall

Figure 15: (continued from Figure 14) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a white

framed kitchen window

black pot on stove top

four plastic chairs

white drink pitcher

a teddy bear in a boy's arms

a young boy holding

onto a teddy bear

a young boy

smiling at the camera

child with a

smile on his face

refrigerator vents

the cat is black

the front legs of the cat

the umbrella is black

Figure 16: (continued from Figure 15) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a white frisbee

black and white dog

dog standing on two feet

man holding up two frisbees

a silver box

plate with a

rose colored ring

portrait of a

woman in a frame

yellow lamp with light on

brown cargo pants

man wearing a black hat

this photo seems to

take place in winter

tip of white and black skis

Figure 17: (continued from Figure 16) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a red bus in the street

reflection on bus windshield

the wheel is black

white text on the bus

a skateboarder on the street

a white t-shirt

large city bus

red skateboard wheels

a dull gray headlight

a rock in the dirt

brown rocks

the blue and white

hood of a truck

Figure 18: (continued from Figure 17) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



Text phrases DBNet DenseCap SCRC

a toilet in a bath tub

blue shower curtain

closed lid on toilet

the toilet is white

a bedroom

a wooden door frame with

railings in the background

books on bed

open brown wooden door

man walking with umbrella

man wearing black coat

the photograph is

black and white

the umbrella is black

Figure 19: (continued from Figure 18) Qualitative detection results of DBNet, DenseCap, and SCRC using phrase-dependent detection threshold. Detection results of four different

text phrases are shown for each image. The colors of the bounding boxes correspond to the colors of text phrases on the left. The semi-transparent boxes with dashed boundaries

are ground truth regions, and the boxes with solid boundaries are detection results of three models.



G.3. Failure cases for detection with phrase­dependent thresholds
In this section, we used phrase-dependent decision thresholds in the same way as in Section G.2, except for focusing on showing failure cases. We visualized

randomly chosen testing images and phrases under the constraint that at least one of DBNet, DenseCap, and SCRC should significantly fail in detection (i.e., IoU

with ground truth is less than 0.2). In Figure 20, we categorized failure cases into three types: 1) the false alarm (the detected box has no overlap with any ground

truth), 2) inaccurate localization (the IoU with ground truth is less than 0.5), 3) missing detection (no detection box has overlap with a ground truth region). For

each image, we showed only one phrase for visual clarity and displayed the failure types for comprehensiveness. DBNet has significantly less failure cases than

DenseCap and SCRC.

Text phrases DBNet DenseCap SCRC

a man with dark

hair eating outside false alarmfalse alarm

false alarm

false alarm

false alarm

false alarm

false alarm false alarm

false alarm

false alarm

inaccurate loc.

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarmfalse alarm

false alarm

false alarm

false alarm

false alarm inaccurate loc.

a group of

swimmers in the

ocean

miss

false alarm

a multi colored

towel in the

cabinet

false alarm

miss

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

Figure 20: Random failure examples. Green boxes with solid boundary: successful detection (IoU ≥ 0.5); Green boxes with dashed boundary: ground truth with matched

detection; Red boxes: false alarm; Yellow boxes with dashed boundary: missed ground truth (without matched detection); Blue boxes: inaccurately localized detection (0 <

IoU < 0.5).



Text phrases DBNet DenseCap SCRC

a black and white

cat

false alarm

false alarm
false alarm

inaccurate loc. miss

a buckle is on the

collar
false alarmfalse alarminaccurate loc.

false alarm

inaccurate loc.

a black shirt
inaccurate loc.

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarmfalse alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

false alarm

false alarm

false alarm false alarm

false alarm

false alarmfalse alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm

false alarm
false alarm

false alarm

false alarm
false alarm

false alarm

false alarm

inaccurate loc.

miss

Figure 21: (continued from Figure 20) Random failure examples. Green boxes with solid boundary: successful detection (IoU ≥ 0.5); Green boxes with dashed boundary:

ground truth with matched detection; Red boxes: false alarm; Yellow boxes with dashed boundary: missed ground truth (without matched detection); Blue boxes: inaccurately

localized detection (0 < IoU < 0.5).



Text phrases DBNet DenseCap SCRC

a baseball tee

false alarm

miss

false alarm
false alarm

false alarm

false alarm

inaccurate loc.

airplane parked on

tarmac

false alarm

false alarm

false alarm

inaccurate loc.

inaccurate loc.

miss

a 2 toned blue

winter jacket

false alarm
miss false alarm

false alarm

false alarmfalse alarm

false alarm

false alarm

inaccurate loc.

false alarm

Figure 22: (continued from Figure 21) Random failure examples. Green boxes with solid boundary: successful detection (IoU ≥ 0.5); Green boxes with dashed boundary:

ground truth with matched detection; Red boxes: false alarm; Yellow boxes with dashed boundary: missed ground truth (without matched detection); Blue boxes: inaccurately

localized detection (0 < IoU < 0.5).



H. Precision-recall curves
We show precision-recall curves for both global average precision (gAP) (Section H.1) and mean average precision (mAP)

(Section H.2) calculation.

H.1. Phrase­independent precision­recall curves
We reported precision-recall curves for different query set under different IoU threshold using the detection results for all

test cases in Figure 23. gAP was computed based on these precision-recall curves.
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Figure 23: Phrase-independent precision-recall curves for calculating gAP.
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H.2. Phrase­dependent precision­recall curves

We calculated precision-recall curves using various query sets under different IoU thresholds independently for different

text phrases over the entire test set. mAP was computed based on these precision-recall curves. We showed precision-recall

curves for a few selected text phrases in Figure 24, 25, 26, 27, and 28.
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Figure 24: Precision-recall curves for text phrase “head of a person”.
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Figure 25: Precision-recall curves for text phrase “a window on the building”.
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Figure 26: Precision-recall curves for text phrase “the water is calm”.
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Figure 27: Precision-recall curves for text phrase “man wearing blue jeans”.

39



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.1074

DBNet w/ ResNet AP: 0.0568

DenseCap AP: 0.0526

SCRC AP: 0.0880

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0015

DBNet w/ ResNet AP: 0.0012

DenseCap AP: 0.0095

SCRC AP: 0.0024

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0000

DBNet w/ ResNet AP: 0.0000

DenseCap AP: 0.0000

SCRC AP: 0.0000

Level 0, IoU@0.3 Level 0, IoU@0.5 Level 0, IoU@0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.1000

DBNet w/ ResNet AP: 0.0425

DenseCap AP: 0.0407

SCRC AP: 0.0909

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0010

DBNet w/ ResNet AP: 0.0007

DenseCap AP: 0.0001

SCRC AP: 0.0020

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0000

DBNet w/ ResNet AP: 0.0000

DenseCap AP: 0.0000

SCRC AP: 0.0000

Level 1, IoU@0.3 Level 1, IoU@0.5 Level 1, IoU@0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0181

DBNet w/ ResNet AP: 0.0468

DenseCap AP: 0.0027

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0003

DBNet w/ ResNet AP: 0.0005

DenseCap AP: 0.0000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
re

c
is

io
n

DBNet AP: 0.0000

DBNet w/ ResNet AP: 0.0000

DenseCap AP: 0.0000

Level 2, IoU@0.3 Level 2, IoU@0.5 Level 2, IoU@0.7

Figure 28: Precision-recall curves for text phrase “small ripples in the water”.
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